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Parsing so far

+ We can formulate parsing as
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~ Bottom up:begin it the nput, and o e o he st ymbel
. pect of a parser
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but rarely used)

‘memory before processing

Top-down parsing as search
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Earley algorithm

+ Earley algorithm is a top down (and left-to-right) parsing algorithm
« Itallows arbitrary CFGs
+ Keeps record of constituents that are
predicted using the grammar (top-down)
in-progress with partial evidence
completed based on input seen so far

at every position in the input string

« Time complexity is O[n)

Earley chart entries (states

oritems)

Earley chart entries are CF rules with a ‘dot’ on the RHS representing the state of
the rule

+ A eali.il predicted without any evidence (yet)

« A e Bl partially matched

+ A = aB ol completed, Als found in

Earley algorithm: an informal sketch

1 Start at position 0, predict S

2. Predictall possible states (rules that apply)

3. Read a word

4. Update the table, advance the dot f possible

5 Gotostep2

6. 1f we have a completed § production at the end of the input, the input it
recognized

Earley algorithm: three operations

P e o sk
Completer. the earler h
state to the chart entry being processed, and advances their dot
Scanner addsa ted y y
is a pre-terminal symbol, and the terminal symbol (word) matches

Earley parsing example (chart[0])

o she o saw LA oduck
state_rule position_operation
0y s [00] initialization
1S eNPVP [00]  predictor
2 S s eAwNPVP [00]  predictor
3 NP eDetN  [00]  predictor
4 NP eNPPP  [00]  predictor
5 NP ePm [00] predictor

Nt the char{o] i indspendent ofthe nput

Earley parsing example (chart[1])

o she | saw A, duck
state_rule position _operation
6 Pm oshes  [01]  scanner

7 NP —Pme [01]  completer

8 S NPeVP  [01]  completer

NP NPePP [01]  completer
10 VP eVNP  [11]  predictor
nVP eV 1] predictor
12 VP eVPPP [11]  predictor
13 PP —oPpNP [11] predictor

s onew

Ao does s

Earley parsing example (chart[2])

s
e, osw L oa, duk N
r ZNPee
state_rule position_operation WOV
WV osawe  [12]  scanner w v
15 VP VeNP [12]  completer w S
16 VP Ve  [12]  completer ey
177 S NPVPe [02]  completer Ve
18 NP —eDetN [22]  predictor v s
19 NP eNPPP [22]  predictor Foo 2 e
20 NP ePm  [22]  predictor frp

Earley parsing example (chart[3])

she saw a

B N duck

state_rule position_operation,
21 Det sae (23]  scanner
22 NP DeteN [23]  completer

Earley parsing example (chart[4])
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state d post per VP S VPPP
BN dae A s oo

2V oduke  [4]  scamner =
25 NP SDetNe [24]  completer Yoo
% VP OVNPe [14]  completer Y Sa
Y S NPVPe  [04] completer B R e




Earley parsing: summary

+ Complexity (asymptotic) s the same as CKY

= time complexity: O(n)
~ space complexity: O(n?)

we need

links for parsing

.o

trees.

« Again, the Earley

‘may require exponential time

Summary

« The Earley parser is a top-down parser with bottom-up filteing (or, you can
also view it the other way aroun
« The parser improves over a backiracking parser by
~ dynamic programming: not re-computing the subtrees
fitering:
input postion
+ It can process any CFG (no need for CNF)
« There is a nice relation between CKY and Earley: you can view Earley as
binarizing the grammar (converting to CNF) ‘on the fly”
+ Suggested reading: grune2008
Next:
+ Dependency parsing
+ Reading suggestion: jurafsky2009

An exercise

‘Consruct the CKY and Early charts for th sentence beow

The duck she sav is in the park

[ Recommended grammar.

s NPVP
NP Det N

NP

NP+ NP PP
NP NPS
VP - VNP

VPV
VP VP PP
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